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Exercise 1. Consider two Gaussian noises a and b with expectation ā, b̄ and covariances Γa,Γb. We assume that a,b

are independent.

1) Write the covariance matrix Γv for the vector v = (a,b).

2) Give the covariance matrix Γc of c = a+ 2b and for the mean c̄ with respect to Γa,Γb, ā, b̄.

3) Give an expression for the probability density function of c with respect to Γa,Γb, ā, b̄.

4) Assume we take a measurement y = 3c+β, where β is centered Gaussian vector independent of c and with covariance

Γβ . Using a Kalman filter, give an expression for the updated covariance matrix Γup
c for c and the new value for its

expectation ĉup.

Exercise 2. Let us consider the pendulum below. The input of this system is the torque u exerted on the pendulum.

Its state representation is assumed to be :(
ẋ1

ẋ2

)
=

(
x2

− sinx1 − x2 + sin t

)
This is a normalized model in which the coefficients (mass, gravity, length) have all been set to 1.

We assume that we have a gyro placed on the axis of the pendulum that gives us a measurement of x2 every δ = 0.01

seconds, with a white Gaussian error of standard deviation 0.1rad/ sec. We want to reconstruct the state x of the

pendulum when it oscillates near to its stable equilibrium using a Kalman filter. At time t = 0,we know that we have

exactly x = (0.1, 0).

1) Linearize around the point x = (0, 0) and discretize with a sampling period of δ.

2) Find the arguments (yk, uk,Γαk
,Γβk

,Ak,Ck) to give the Kalman at each iteration k so that the latter generates an

estimation x̂ of our state.

3) Explain how the Kalman filter should be initialized.
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Correction de l’examen du 10 janvier 2020

Exercise 1.

1) We have

Γv =

(
Γa 0

0 Γb

)

2) Since a,b are independent, we have

Γc = Γa + 4Γb

and

c̄ = ā+ 2b̄

3) We have

πc(c) =
1√

(2π)
n
det(Γc)

· exp
(
−1

2
(c− c̄)T · Γ−1

c · (c− c̄)

)

4) From the equations of the Kalman filter, we get

C = 3I

S = C · Γc ·CT + Γβ

K = Γc ·CT · S−1

ỹ = y −C · c̄
ĉup = c̄+K · ỹ
Γup
c = (I−K ·C)Γc

Finally, we get
K = Γc · 3 · (9 · Γc + Γβ)

−1

ĉup = c̄+K · (y − 3 · c̄)
Γup = (I− 3K)Γc

Exercise 2.

1) Linearizing the pendulum yields:(
ẋ1

ẋ2

)
=

(
x2

− sinx1 − x2 + u

)
≃

(
x2

−x1 − x2 + u

)
y = x2

where u(t) = sin t.

2) We can tell the Kalman filter that the system it is observing is described by the equations :

xk+1 =

(
1 δ

−δ 1− δ

)
︸ ︷︷ ︸

Ak

xk +

(
0

δ

)
︸ ︷︷ ︸

Bk

uk + αk

yk =
(
0 1

)︸ ︷︷ ︸
Ck

xk + βk

where uk = sin δk.
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Covariance of the noise. For the covariance matrices of the state noise αk, we need to take something in the order of

δ that depends on the prediction precision (external perturbation such as the wind, approximation due to linearization,

negligible friction, etc.). For instance we can take

Γα =

(
0.1δ 0

0 0.1δ

)
,

Due to the sensor noise, we can take

Γβ = 0.12 = 0.01.

3) Initialization. We take x̂(0) = (0.1, 0) and Γx(0) = 02×2.
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