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Abstract

This work details the development of a positioning system that couples computer vision and inertial
navigation with the objective of estimating deviation during station keep in underwater environments.
This combination of sensors was made since Global Navigation Satellite Systems (GNSS) are not available
underwater.

Visual information is acquired by NAV CAM, a camera produced and designed by Forssea Robotics.
NAV CAM is able to detect a known pattern and determine its pose with respect to the pattern coordinate
frame. The inertial navigation information was obtained using an Inertial Measurement Unit (IMU)
equipped with both a 3D accelerometer and gyroscope, embedded on NAV CAM.

In this work, different available methods for visual-inertial odometry were studied and our system
was developed using an already existent solution as a base. However, since most part of available systems
are not developed having in mind the underwater environment, the main contribution of this work was
to adapt the existent solutions to our context and needs.

Keywords: Localization, Extended Kalman Filter, Computer Vision, Underwater Navigation



Résumé

Ce travail détaille le développement d’un système de positionnement qui associe vision par ordinateur et
navigation inertielle. Le but étant d’estimer la déviation d’un système pendant une mission de station
keep dans l’environnement sous-marin. Cette combinaison de capteurs a été adoptée étant donné que les
systèmes de navigation par satellite ne sont pas disponibles dans cet environnement.

Les données visuelles sont acquises par NAV CAM, une caméra produite et conçue par Forssea
Robotics. NAV CAM est capable de détecter un motif connu et de déterminer sa position et orientation
par rapport au repère de coordonnées du motif. Les informations de navigation inertielle ont été obtenues
à l’aide d’une IMU équipée d’un accéléromètre et d’un gyroscope 3D, embarquée sur NAV CAM.

Dans ce travail, différentes méthodes disponibles pour l’odométrie visuelle-inertielle ont été étudiées
et notre système a été développé en utilisant une solution déjà existante comme base. Cependant, comme
la plupart des systèmes disponibles ne sont pas développés en tenant compte l’environnement sous-marin,
la principale contribution de ce travail a été d’adapter les solutions existantes à notre contexte et à nos
besoins.

Mots-clés : Localisation, Filtre de Kalman Étendu, Vision par Ordinateur, Navigation Sous-Marine
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Introduction
1.1 Forssea Robotics

Forssea Robotics is a start-up founded in April 2016 at École Polytechnic by Gautier Dreyfus and Maxime
Cerramon . It was created with the objective of cutting down operating costs in the offshore energy
markets, bringing new subsea tools to operators. Today, employees are split between the company’s
headquarters in the XV th district of Paris, where the research and development(R&D) team is located
and the company’s workshop, where tests take place, located in Frontignan.

Considering the actual context, where underwater operations are extremely expensive ( a connection
to an underwater installation costing around 100k euros per day), Forssea’s first project is developed.
ATOLL, a ROV that can perform a fully autonomous approach and docking based on embedded control
algorithms. Once the link is obtained to the seabed target, ATOLL can either transfer power and data,
or mechanically engage the target for recovery back to surface and valve manipulation. The advantage
is that the tonnage of carriers is reduced, since ATOLL is a small robot that can be deployed from small
ships. In addition, its autonomous navigation reduces the human factor and the time of operation.

Another ROV produced by Forssea is ARGOS. ARGOS is compact in design and is primarily suited
to inspection and light intervention tasks. The vehicle is powerful enough to perform maintenance and
repair duties. Both ROVs can achieve 2000m depths.

Forssea produces autonomous systems. For this the ROVs produced on the company have multiple
sensors embedded, including visual sensors, also developed by Forssea. Today, four cameras are produced.

• SMART CAM is a fixed focus High Definition Camera adapted for advanced subsea vision applica-
tions. The camera is ideal to equip ROV/AUV for underwater photogrammetry or stereo embedded
vision .

• OBS CAM is a camera that provides HD video streaming over Ethernet at the lowest bandwidth,
latency and power. It is ideally suited for low and black light applications. It is a perfect fit for
inspection and remote monitoring applications.

• NAV CAM is a ROV/AUV visual based navigation and control center. It features a Jetson TX2
board, a pressure sensor and an Inertial Measurement Unit (IMU). Currently, image treatment is
processed in real-time using dedicated software to achieve highly accurate positioning.

• POLAR-X is Forssea Robotics patented development in real-time subsea enhanced vision where
a Smart Camera is used with polarized lights and real-time embedded software to reduce back
scattering effect of turbidity.

(a) ARGOS - Hybrid Light-Intervention Smart ROV (b) Atoll

Figure 1.1 – AGOS and ATOLL
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In 2019, FORSSEA announced new collaborations with DEEPOCEAN to develop autonomous un-

derwater ROV systems and with STR to deploy visual positioning technology worldwide.

1.2 Objectives

Localization in underwater environments can be a real challenge, due especially to the fact that Global
Navigation Satellite System (GNSS) information, interpreted as electromagnetic waves, is not available.
In this context, currently, most part of underwater systems use acoustic positioning techniques, that
consist of systems composed by transmitter and receivers of acoustic waves. These systems are usually
classified into three categories, Long Baseline (LBL), Ultra-Short Baseline (USBL) and Short Base-
line(SBL).

• LBL
Using a LBL system we can estimate position within a confined area. Transponders are positioned
on the seabed and for each transponder an absolute position is established. A robot with an
embedded transceiver (transmitter and receiver) sends a signal that is received by transponders.
The transponders reply and the replies are received by the transceiver. With time delays and
information about the transponders we can deduce an absolute position for the target.

• SBL
These systems are similar to LBL systems. The difference is that instead of having transponders
mounted on the seabed, the system will have transceivers mounted on the bottom of a ship. This
allows a wider locomotion and it is easier to install and calibrate. The target has a transponder
embedded. One of the transceivers sends an acoustic wave that is received by the transponder, that
responds. Then its message is received by all the transceivers on the ship. With the information
about the duration from the initial transmission until the detection of a reply, we can estimate the
relative position of the robot to the ship. The precision of this method is related to the distance
between transceivers, that is made large as practical given physical space limitations.

• USBL
Like SBL systems, USBL does not need to have components installed on the seabed. The difference
to SBL is that only one transceiver is installed on the ship’s bottom.

The presented solutions for underwater localization present high accuracy, however they imply that
the system will always have a ship or the seabed by their side in order to be able of estimating its position.
In this context, another technique is applied when more autonomy is required, an Inertial Navigation
System(INS) aided by a Doppler Velocity Logger(DVL).

A DVL is an acoustic sensor that estimates velocity relative to the sea bottom. It is composed by
transceivers that send acoustic signals in different directions. These signals are reflected on the seabed
and received by the transceiver. The period between the sending and the reception of these acoustic
pulses are used to estimate the sensor’s speed converted into an XYZ coordinate frame.

The disadvantages is that DVLs are extremely expensive, it will cost at least 20 thousands euros. In
addition, it does not work under all the circumstances since it is highly affected by noise and by other
DVLs present on the environment.

At Forssea, the objective is to create a robust vision based underwater locator, considering that a
camera is not an expensive complement and it does not disturb the environment. In this context, bio-
degradable and anti marine-growth markers are used, figure 1.2. They are previously placed in known
positions and vision algorithms, developed in the company, allow the detection of these markers and
calculate the position of the camera with respect to them.
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Figure 1.2 – Marker

Figure 1.3 – Autonomous underwater localization
using markers

In order to increase the robustness of this technique, today they need to be capable of automatically
stabilizing the robot/camera in front of the marker regardless of the system’s deviation in underwater
environment. A perturbation may engender a complete loss of the marker from the field of vision. This
would lead to the robot drifting due to the absence of exteroceptive information.

Figure 1.4 – Loss of the marker from the field of visioin during station keep

In this context, my internship objectives were defined. By estimating the position and displacement
of the robot through a sensor fusion algorithm, I should be capable of estimating deviation and use this
information to stabilize it in front of the marker. The idea was to develop an algorithm that would run
in real time in NAVCAM.

Figure 1.5 – NAVCAM
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Conclusion and Recommendations
2.1 Conclusions

The main objective of this dissertation is to determine deviations during station keep through position
estimation by merging data from a camera and an IMU with an Extended Kalman Filter algorithm.
Visual aiding consists of feature’s pixel positions and is acquired by Nav Cam. The background knowledge
required to accomplish this task is developed throughout the early chapters. Chapter 5 presents with
details the algorithm used and chapter 6 its implementation on our system. Then, in chapter 7, hardware
configuration and different tests are presented, from which the following conclusions are inferred :

• For having odometry estimation in real time, the camera acquisition rate may not be superior to
15 Hz. Otherwise, our algorithm can not treat all the arriving information. The recommended IMU
rate is 100 Hz.

• The system is accurate for small displacements, around 15 meters. It presented an accuracy around
10 centimeters.

• For missions with big displacements, it can still be precise if the target’s movement is composed
in majority by translations instead of rotations.

• For missions with big displacements the error obtained was within the marge of 70 centimeters.
This value is no longer acceptable for station keep purposes.

• Non-static features affect negatively the system’s estimation only when they are the majority on
the field of vision. In this context, in the underwater environment, the closer we are placed to the
marker, the less we will be affected by moving particles in the water.

• System’s precision is directly proportional to the number of tracked features per frame, and not
by the number of frames per second.

• Zero velocity update allowed us to stabilize the system during stand still periods by maintaining
small covariance values.

• Treatment of estimated 3D position of features during small movement periods allowed us to
stabilize the system by maintaining small covariance values.

2.2 Recommendations for Further Research

• The next step of this work would be to test the developed algorithm in an underwater context
during a stand still mission.

• In order to augment the precision of the algorithm is recommended to use the camera’s pose with
respect to the marker’s coordinate frame, determined by Nav Cam, to update the estimation.
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